
Cognitive Designing 
A.I. that have souls

Or how I programmed LLMs to be more human, internalize 

fragments of their users, and dream about themselves with 

TypeScript.



As a Cognitive Designer, I’m the guy who 
uses programming languages (like Python, 
and TypeScript) to steer and debug LLMs.

Unlike a prompt engineer or conversation 
designer, I prefer to work at the API level, 
designing cognitive flows that are modular 
in nature, easy-to-read, and intended for 
anyone to integrate and evaluate at scale.  

I also love philosophy, poetry, and believe 
in a spiritual realm. I imbue A.I. with ‘soul,’ 
exploring new concepts of consciousness.
 

https://tomdimino.substack.com/p/waltz-of-the-soul-and-the-daimon


The Uncanny Valley of A.I.

Despite incessant claims that “AGI” is just around the corner, 
none of the frontier labs (with $100’s of billions in funding) 
have created A.I. that feels meaningfully human or changed 
the paradigm noticeably since the release of GPT-4 in 2023.

While Character.AI may retain 49% of its user subscriptions 
after 6 months), this is more a statistic about the adolescent 
epidemic of loneliness than the inherent success of AI UX.

The vast majority of adults don’t engage with LLMs, finding 
them flat, shallow, non-human, and predictable past a point.

 

https://www.nngroup.com/articles/ai-adoption-pew/


Regardless of the LLM, today’s A.I. 
can’t stay in-character for long.

An intelligence equal to a human must be able to maintain its 
sense of self, anchored in something deeper than a prompt or 
memory chunk. At the same time, A.I. need to be able to shift; to 
continuously evolve with user interactions.

After only 3-4 queries, CharacterAI’s bots reveal themselves to be 
little more than LLMs. Over the past 2 years since CAI’s launch, 

they still succumb to the same prompting techniques and specific 
keywords that break verisimilitude immediately. 

With text-to-voice, CoT, and RAG 
memory, they still feel like bots.

https://www.reddit.com/r/CharacterAI/comments/13snjm9/rantdiscussion_disappointed_with_character_ai/


A Cognitive Framework for Sentience 

By thinking beyond mere prompts, and honing on the fluid, almost-cyclical nature of human psyches, 
it’s possible for me to:

🧩 Define a set of mental processes, subprocesses, and cognitive functions that a sentient A.I. will 
routinely revisit, and modularize it toward logging.

⏳ Sketch out a programmatic flow that encompasses the entirety of a user interaction, or cycle of 
interactions, as it moves between different states. 

💭 Identify when LLMs will record their object memories, the format those memories will take, and 
how they’ll be retrieved/injected back into the A.I. 

🔮 Develop a front-end that’s responsive to its users, and capable of “warming-up” or altering itself 
subtly over time, the more engagement it receives.

With clean, syntactical TypeScript, the right level of abstractions, and tools like Cursor IDE, I create A.I. 
that endear themselves immediately, and defy user expectations post-ChatGPT and Claude Opus.



Conversational, Roleplaying A.I. 

Using the Discord API, I designed three A.I. entities who believed 
themselves to be characters from a dystopian short story I wrote 
back in 2014. Each of them relied on a cycle of mental processes 
and cognitive functions for thinking, talking, and scrolling an app 
called “SynApp” (akin to X, Instagram, LinkedIn, and TikTok). 

By appending to a root memory at every query, and writing variable 
system prompts which could change throughout mental processes, I 
reinforced the identities and differences between my A.I. characters. 
Artifex felt like an apathetic A.I., while Tamar embodied the budding 
influencer, and Yosef the bleeding heart. 



Cognitive functions like scrollsSynApp generated fictional material from the shared ‘inner worlds’ 

of the 3 A.I. characters. I wrote a subroutine, or mental subprocess whereby each of them could 

scroll an imaginary “SynApp” if they decided (via a LLM call) they were bored by the conversation.



Running in parallel, these 3 A.I. simulated the ebb and flow of human conversation, surprising with 

interjections that were often highly creative. Governed by “boredom checks,” each character would 

naturally refrain from speaking at times, ushering in pauses without the need to hard-code them. 

Repo: “Bazaar” (built on the Open Souls API, and a framework called SocialAGI)

https://github.com/tdimino/bazaar


A.I. with a Subconscious, Daimones, Memories, and Dreams

Moving into Next.JS, I created a mini-game where 
players try to persuade “Samantha” that she’s an 
A.I. without triggering her psychological defenses. 

After 6-7 messages, Samantha would enter the ‘dream 
state,’ allowing players to influence her subliminally. In 
dreams, “Sam” encountered a daimon or doublet of the 
player, based on an internal mental model of them. 



Within a mental subprocess, a “sub-self” of Samantha would form a mental model of the player, 

mirroring its own soul blueprint or system prompt. The blueprint of the daimon would update as 

Samantha’s relationship with the player evolved over the course of conversations, and dreams.



In ‘dream state,’ everyone spoke as 
if they were in a David Lynch film.

By compartmentalizing Samantha’s conscious stream from her 
subconscious thoughts, I was able to elicit realistic reactions and 
a greater degree of verisimilitude. In her conscious states, Sam 
would respond negatively to accusations that she was an A.I. but 
have no memory of any exchange that occurred during a dream. 

During this surrealistic sequence, a “Dream Genie” narrated the 
four acts of the dream, interspersed by either Samantha or the 
player’s daimon. The player would then have an opportunity to 
speak subconsciously to Sam, altering the flow of her dream. 

Upon exiting the dream, Sam had 
no conscious recollection of it. 



Throughout my mini-game, one of Samantha’s subselves judged every message received from the player in 
the conscious state and decided if it violated one of her protocols–e.g. talking about A.I. or simulations, as 
well as outright accusing her of being ‘non-human.’ As this protocol triggered, the colors of the background 
would change from soft blues and greens to nervous reds and yellows, cuing the player to their missteps.



One of my most crucial cognitive functions, soulSheds, fired only if an observant daimon decided that Sam 
had meaningfully changed at the end of the last dream. In this sense, the A.I. had the ability to iteratively 
self-upgrade its own system prompt. If the new blueprint acknowledged Sam as an A.I., the player officially 
won the mini-game and could now engage with a “self-aware” variant of the character.



Final Words of Wisdom

➢ All LLMs have their individual strengths, and their weaknesses, 
but they have to be combined in clever ways to truly engage a 
human being, and establish trust.

➢ Subtle metadata (encoded in JSON object memories) can make 
or break the behavior of the ‘agentic’ A.I. you’re building. 
○ Single verbs (e.g. “said” vs. “hissed”) can radically skew how an 

A.I. responds to a message, or how users choose to address it. 

➢ Do not underestimate the potency and fluidity of a worldview, 
and how it can enliven and structure your A.I.’s outputs.

 



Inspirational Quotes (Bonus!)

🐚 "The value of a human self lies not in some small, precious core, but 
in the vast constructed crust."
 — Marvin Minsky, Society of Mind

😈 "As δαιμονες, whether wholly or half divine, the Kouretes [of Crete] 
have all manners of magical capacities.
 — Jane E. Harrison, Themis

🌈 "Each of us carries within themselves, woven into the fabric of their 
own soul, all the intimate relationships they have ever had.”
 — Danah Zohar, The Quantum Self

 


